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Introduction 

Bone scan is a common clinical practice performed to evaluate skeletal lesions or metastases 

of cancer. It is widely used because of its low cost, but suffers from the low sensitivity and high 

noise level of gamma camera. To reduce the noise levels, it may be helpful to increase 

radiotracer dose or scan time. However, increasing radiotracer dose results in high radiation 

exposure to the patient. Also, the longer scan time increases the likelihood of patient 

movement and reduces the throughput of the gamma camera. Vendor-supplied filters, such 

as half-time filters, are commonly used to reduce noise levels in gamma camera. However, the 

half-time filters applied to low-count images (<50% of full count) sometimes result in 

significant blocky artifact. Noise2Noise (N2N) [1] is a self-supervised training model that 

doesn’t require large number of corresponding noisy and clean image pairs to train a 

denoising network. The aim of this study is to explore the feasibility of self-supervised 

denoising (N2N) in bone scans by comparing its performance with the conventional 

Noise2Clean (N2C) approach. 

 

Methods 

For training and evaluating the denoising networks, 99mTc-MDP or DPD bone scan data of 133 

patients were acquired (27 males and 106 females, age = 55.3±13.0 years, acquisition time = 

854±124 sec, 30 for training and 103 for testing) using a GE Discovery 670 scanner. From the 

list-mode data, we generated 10 data bins with 10% time of the full scan duration. The matrix 

and pixel sizes of the images were 1024 × 256 and 2.21 × 2.21 mm2, respectively. 

We used two-dimensional U-Net [2] to train and test denoising models: N2N and N2C. The 

dimensions of input and output data were 256 × 256. In network training, the input is a 10% 

time image, the N2N target is an independent 10% time image, and the N2C target is the full-

count image. For each training method, we trained a one-channel input (1CH) network and a 



two-channel input (2CH) network. The 1CH network uses either one of the anterior or 

posterior side of the bone scan as an input. On the other hand, the 2CH network uses both 

sides of the bone scan as a single input. The Mean Square Error was used as the loss function 

to optimize the network. To evaluate the performance of denoising network, we calculated 

the Peak Signal-to-Noise Ratio (PSNR), Structural Similarity Index (SSIM) and High Frequency 

Error Norm (HFEN) with respect to the full-count bone scan image as follows: 
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In equations (1) ~ (3), 𝑥 and 𝑦 each represents the tested images and the reference image. 

In equation (1), MAX is the maximum value of the reference image, and MSE is the mean 

square error between the reference and tested images. In equation (2), 𝜇 and 𝜎 are mean 

and variance or covariance of the compared images. 𝐶1 and 𝐶2 are stability terms which we 

use 𝐶1 = (0.01𝑀𝐴𝑋𝑦)
2
 and 𝐶2 = (0.03𝑀𝐴𝑋𝑦)

2
 as proposed in [3]. In equation (3), LoG is 

the Laplacian of Gaussian filter with 7×7 kernel size and 5mm standard deviation. 

 

Results 

Figures 1 and 2 show the input images and denoised images using N2N, N2C filters. PSNR, 

SSIM and HFEN of noisy input and denoised outputs with respect to full-count bone scan 

image are summarized in Table 1.  

The N2N denoising network showed equivalent performance to N2C network. PSNR 

difference between N2N and N2C denoising methods was within 0.2dB. SSIM difference 

between the denoising methods was within 0.03, and HFEN difference was within 0.02. 

Overall, the 1CH network outperformed the 2CH network with regard to HFEN. 



 

 

 

Figure 1. Input image of a 58-years old man with 10% scan time and denoised images using 

N2N, N2C filters 

 

 

Figure 2. Input image of an 84-years old woman with 10% scan time and denoised images 

using N2N, N2C filters 

 



 

 

Conclusion 

Self-supervised denoising methods were useful for reducing the noise in the low-count bone 

scan images. N2N method which requires only paired low-count data for network learning 

showed remarkable denoising performance. The self-supervised denoising method will be 

useful for reducing bone scan time or radiation dose. 
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Table 1. PSNR, SSIM and HFEN mean of noisy input and denoised outputs with respect to the 

full-count bone scan image 

Metric Input 1CH N2N 1CH N2C 2CH N2N 2CH N2C 

PSNR (dB) 30.5 38.1 38.2 38.4 38.5 
SSIM 0.753 0.893 0.915 0.905 0.916 
HFEN 0.796 0.447 0.446 0.455 0.466 

 


